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1 Adiabatic Changes and Adiabatic Invariants

» Adiabatic processes are ubiquitous in physics. They involve time-dependent changes in
parameters that control the dynamics of a system, with these changes occurring slowly
compared to the system’s natural timescale.

» Consider parameters in the Hamiltonian that are typically constant but acquire time
dependence. When the parameter changes slowly relative to the system’s natural timescale
7, the process is adiabatic. For such systems:

+ Let 7 denote the natural timescale of the system.
. Let A(t) be a time-dependent parameter in the Hamiltonian (e.g., a mass or a magnetic
field).

« The adiabatic condition requires

d\
— A

T

« This condition implies that the change in A over a time 7 is small compared to \ itself.

» Even slowly varying parameters that vary over long times can end up changing by a
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sizable factor. Let A\ denote a fixed, finite change of A slowly accumulated over a long
time 7'. Holding A\ fixed as we vary T" means that the larger 7' is, the slower the change
in \.

» Let us summarize the various symbols introduced and the key constraint:

7 : natural timescale of the system
A(t) : slowly varying parameter
AN : total change in \

T : duration of the adiabatic process that is, t € [0, T]

dA

= < |A| : A changes adiabatically.

T




adiabatic invariant

» The concept of an adiabatic invariant naturally arises in such systems:
. An adiabatic invariant [ is a quantity constructed in terms of \(¢) and other slowly
varying quantities.
. The invariant remains approximately constant throughout the time interval [0, 7] as A
changes by AN\.

« More precisely, the change AT approaches zero as T' — oo. The definition is:

[ is an adiabatic invariant if forany t € [0,7], [I(t) — I(0)] = 0asT — oo



2 From Classical to Quantum Adiabatic Invariants

» The simple harmonic oscillator provides a concrete setup to describe adiabatic changes
and introduces an interesting example of an adiabatic invariant.
» In the simple harmonic oscillator:
+ The mass of the particle is denoted by m.
« The frequency of oscillations is denoted by w.
 Assume w becomes a function of time, w(?).

» The classical Hamiltonian H of the oscillator is

P’ 1 2 2
H(z,p,w(t)) = o T 5 ()

where x and p are the position and momentum canonical variables, respectively, and are
functions of time.
» At any instant, the Hamiltonian’s value corresponds to the energy of the system. The

time-varying w(t) plays the role of the time-dependent parameter \(t).



a(t)

4

Figure 1: A process with a finite change Aw of w occurring in the interval ¢ € [0, T]. The

natural timescale of the oscillator is 7, = 27 /w(t). In an adiabatic process, 7, < 7.

» Consider a finite change Aw in w over the interval ¢ € [0, T'| (see Figure 1). The natural

timescale of the oscillator, 7, 1s defined as:
2T
w(t)

» When w is time-dependent, the motion is not necessarily periodic. Following the adiabatic

Tw (t>

condition:




o Substituting 7, = %ﬂ, the condition becomes:

21 | dw

<1
dt

or equivalently:
dTw

dt
» This 1s the condition anticipated earlier. It can also be written as:

<1

<1

w?

» Consider the total change in 7, during the time interval [0, T']:

iy
|AT,| = ‘/dTw < /\dTw\ <</ dt =
0

Using the relation |d7,| < dt, this implies:

AT, < T
» For finite changes in 7, where |A7,| ~ 7, the inequality implies:

For finite changes in 7, : 7, < T
8



» Having established the condition of adiabaticity, let us calculate the change in energy of
the oscillator as a function of time:
+ For a constant w, the energy is constant.

. For a time-dependent w(t), the time derivative of H is given by:

dH OH_ OH. OH

T+ ——p+

dt ox Op ot
+ Using Hamilton’s equations:
. O0H | OH
= _
op’ b Ox
« The first two terms vanish, leaving:
dH OH .9
= = MWWT
dt ot

» Claim: The ratio /(t) of the energy H (t) and the frequency w(?) is an adiabatic invariant:

](t)z%
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Proof. To begin, we compute the time derivative of I:

dt Ww? dt
_ 1 2 P’ L5,
= [w(mwwx ) (Qm + ;W " | W
= % (lmw%z — p—Q)
w= \ 2 2m
W
- 2 v - K() n

Here, V' and K are the potential and kinetic energies of the oscillator, respectively.

We want to understand why this expression for I is small. We know that w /w? is small
in absolute value, but this alone is not sufficient. If the factor multiplying w/w?* were just

a constant c, then the change in I over time 7" would not be small:

/ Ll / el Cdt_c<w<10>‘w<1T>)‘ @

It also would not vanish for large 7". As it turns out, the factor V(¢) — K(t) is neither

small nor slowly varying, but it varies rapidly with zero average, which plays a crucial
10



role.

» Consider an oscillator with fixed w. In that case, we can write:
r = Asin(wt) and p= Amw cos(wt), 3)

where A is a constant amplitude. Then:
L 5o P 1 5 s 2 Lo 2
V — K = —mw“x® — — = —mw*A*(sin”“ wt — cos” wt) = ——mw"A” cos(2wt). (4)
2 2m 2 2

This quantity oscillates rapidly and has zero average over a long time interval.

» Consider again the change in [:

W
/ —dt /o 3 —(t)(V(t) — K(t))dt. (5)
If w(t) is slowly varying, then V' (¢) — K (t) can be approximated by the rapidly oscillating
form above, with w and A replaced by slowly varying functions w(t) and A(¢). Thus:

V(t) = K(t) ~ —%mwQ(t)Az(t) cos[2w(t)t]. ©)

Substituting this:

I(T)—1(0) ~ ——m/ (t) cos[2w(t)t]dt. (7)



» To build intuition, consider a linear variation of w(t) over the time interval |0, T

t . Aw
w(t) =w(0) + Tﬁw = W= (8)
Then: ,
I(T)—1(0) ~ _m?écu/ A?(t) cos[2w(t)t]dt. 9)
0

If A(t) varies slowly, the integral of the rapidly oscillating cosine does not grow propor-

tionally to 7. Instead, due to the averaging effect, it remains bounded by some constant

C:

T
/ A2(t) cos|2w(t)]dt ~ C, (10)
0
where C' does not scale with 7'. Hence:
mAw
1(T)—1(0) ~ ——C. 11
(1) - 10) = -2 an

As T — oo, this goes to zero. The adiabatic invariant / remains constant in the limit of

infinitely slow variation of w(t).



» The adiabatic invariant £//w has a geometric interpretation in phase space. Consider the

classical motion of an oscillator with constant w in the (x, p) plane. The trajectory is an

ellipse defined by:
p* 1
4+ mwir*=E. (12)
2m 2
» The ellipse intersects the z-axis at +a and the p-axis at +b, where:
2F
a=4\/—73 and b=vV2mkE. (13)
mw
» The area A of the ellipse is:
E
A=mab=2r— =2nl. (14)
W

Thus, the adiabatic invariant / is directly related to the enclosed area in phase space.

» We can rewrite the area as a contour integral:

A:]{pdx.

j{pdx =2nl. (15)

13

For this example:



b

a X

Figure 2: Phase-space trajectory of a harmonic oscillator. The ellipse corresponds to

constant energy F.

More generally, for any system with a closed phase-space trajectory, the enclosed area is

an adiabatic invariant.

14



Insights into quantum systems

» Consider the classical harmonic oscillator adiabatic invariant £ /w, and evaluate it for

eigenstates of the quantum harmonic oscillator:

E 1 1 1
;—;hw (n+§) —h(n+§>

The adiabatic invariant is the quantum number of the energy eigenstate. This suggests
that in quantum mechanics the quantum number does not easily change under adiabatic
changes. This is reasonable because quantum numbers are integers, and changes from
one integer to another are necessarily discontinuous.

» A similar intuition follows more generally from the WKB approximation. Consider a

potential with two turning points a, b. In that case, the Bohr-Sommerfield quantization

I 1
ﬁ/p(x)dx—(n%—é)m n=0,1,...

The classical motion here is that of a particle bouncing between the two turning points.

condition reads

In phase space, a closed trajectory is obtained when the particle begins at a, goes to b,
15



and then returns to a. For that trajectory, we see that

1
fp(x)dx—%rh(n—ké), n=0,1,...

The left-hand side, as noted before, is an adiabatic invariant. Therefore, in the semi-
classical approximation, the story for the harmonic oscillator holds now for arbitrary
potential: the adiabatic invariant evaluates to the quantum number, suggesting again that
transitions between energy eigenstates are suppressed under adiabatic changes. We will
confirm that this is the case.

» The result for transition probabilities at first order in time-dependent perturbation theory

gives complementary intuition:

b uOHE®) I
Pfei(t) = / e’ ﬁdt/
0 1h
We can mimic adiabatic changes with a constant perturbation in which 0H; is time-
independent:
2 2 | jiwgt 2
|6 H il /t o [9H il |/ — 1]
Pri(t) = et dt'| =
[+ ( ) hz . h2 WJ%Z
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If the spectrum is discrete, the transition probability 1s suppressed by the energy gap
squared, as shown by the %2% factor in the denominator. It is reasonable to expect that for
slowly varying perturbations, this suppression will remain. Thus, itis generally difficult to
change state with constant or slow perturbations, suggesting again that quantum numbers
are adiabatic invariants. Efficient transitions between energy levels require oscillatory

perturbations at resonance.



3 Instantaneous Energy Eigenstates

. In a system with a time-dependent Hamiltonian H (¢), it is possible to find states |¢)(t))

that satisfy the curious equation

H(t)[p(t) = E@)|())
We say this is a curious equation because the similar equation H|¢)) = E|t)) was defined
for time independent Hamiltonians and position-dependent but time independent |[¢)).
The states solving H|v)) = FE|i)) can be promoted to solutions |U) = e~*#/"|4) of the
Schrodinger equation.
» In the above equation, the spatial dependence is present but implicit, for brevity. In
contrast to energy eigenstates, however, both |¢(¢)) and the energy are time dependent.

The solution |¢(t)) is built by solving the equation

H(to)|9(to)) = E(to)[e(t0))

for every value of the time ¢, and putting together these solutions into a single solution
|2(t)) with some F(t).



» We'll call the state |1)(t)) defined by the above equation an instantaneous eigenstate. The
name is appropriate because it is, at any time, an eigenstate of the Hamiltonian at that
time.

» It 1s important to emphasize that, in general, an instantaneous eigenstate is not a solution
of the time-dependent Schrodinger equation. Not even in the time-independent case
is ¢(x) a solution of the Schrodinger equation; it must be supplemented by a time-
dependent phase to be one. As it turns out, for |¢)(t)), a simple time-dependent phase
will not suffice. In the adiabatic approximation, however, |¢(¢)) can be upgraded to an
approximate solution to the Schrodinger equation.

» Instantaneous eigenstates are less exotic than they may seem at first sight. There is a
natural way to generate them. Consider a time-independent Hamiltonian H (Ry,...,Ry)
that depends on some parameters Ry, ..., R;. These parameters could be masses, fre-
quencies, magnetic fields, sizes of wells, parameters in a potential, and so on. We then

find the familiar eigenstates

A

H(Ry,...,R)|[Y(Ry,...,Ry)) = E(Ry,...,Rp) Y (R, ..., Ry))

19



As expected, both the energy and the state depend on the values of the parameters. In

fact, they are continuous functions of the parameters. We write this more briefly as
H(R)[Y(R)) = E(R)|[¢(R))
» Now imagine the parameters become time dependent in some arbitrary way:
R — R(t)

Since the above equation holds for arbitrary values of the parameters, for any value of
time we find that

H(R(1)|[¥(R(1))) = B(R(t)|[¥(R(1)))
The | (R(t))) are indeed instantaneous eigenstates of the time-dependent Hamiltonian
H (R(t)). This procedure naturally implements the continuity requirement on the instan-
taneous eigenstates because the original eigenstates |¢)(R)) are continuous functions of
the parameters.

» We must emphasize that instantaneous eigenstates have a rather important phase ambi-

guity. This ambiguity originates at the level of the parameter-dependent states. Consider
20



changing the states |¢)(R)) as follows:
[Y(R)) — P (R))

where v(R) is a real function of the parameters. The new states will still satisfy the
equation H(R)|¢(R)) = E(R)[¢(R)), and their normalization has not been altered, so
the states are as good as the originals.

» Similarly, for the time-dependent eigenstates, if we let
[W(R(D))) — e FODp(R(2))

the equation H(R(t))|[¥(R(t))) = E(R(t))|(R(t))) will still hold. This phase ambi-

guity of instantaneous eigenstates will be relevant to the definition of geometric phases.



Example. Instantaneous spin one-half states.

» A simple example of instantaneous eigenstates is provided by spin one-half eigenstates.

The Hamiltonian for an electron in a magnetic field reads
[:I = U BB O

For a uniform, time-independent magnetic field B = Byn, with n a unit vector,

A

H (By,n) = upByn - o

Here we have made explicit that By and n are parameters in the Hamiltonian. The

eigenstates are |n; ) satisfying n - o|n; +) = £|n; ), and therefore,

A

H (By,n) |n; £) = £ppBojn; +)

» More explicitly, and with n = (sin @ cos ¢, sin 8 sin ¢, cos ), the spin states are

0 in fe—id
COS SlIl 5€
\n;+>( 2), !n;—>( ¥ )
COS§

sin gew
22



» Now imagine that both the magnitude 5 and the direction n of the magnetic field change
in time so that By — By(t), and n — n(¢). The change of n can be described explicitly
by giving the time dependence 6(t) and ¢(t) of the spherical angles 0, ¢ that define the
direction n(t). It follows that

H (Bo(t), (1)) In(t); +) = £ppBo(t)n(t); )
» The eigenvalues +p 5 By(t) are now time dependent, and so are the eigenstates, which

become
o(t)

CoS =5~ — sin @e—ﬂb(t)
n(t),+) = , ., In(t); —) =
n(t); ) (Sm%w(t)) o)) = ( " )

» The magnitude By(t) of the magnetic field appears in the instantaneous eigenvalues but

does not appear in the instantaneous eigenstates.



Building on the instantaneous eigenstates

» Let us try to understand the relation between the instantaneous eigenstate [¢(¢)) and a

solution |W(t)) of the Schrodinger equation
indy|W(t)) = H(1)| ¥ (1)

» We try an ansatz for |V(¢)) in terms of the instantaneous eigenstate:

ey = e ([ B ) 1v)

» Here ¢(t) is a function of time to be determined, and we have included a time-dependent

phase that is a natural generalization of the phase e /"

appropriate for time-independent
Hamiltonians.

» The left-hand side of the Schrodinger equation then becomes

iR U(1)) = ihe(t) exp (Zih /0 E(t) dt’) ()
. 1 ' / / i
+ B@)[W()) + ific(t) exp (E 0 E(t)dt) (8)

24



» For the right-hand side, using the instantaneous eigenstate equation, we have

RO = ctyexw (55 [ @) dt ) Eroltt) = BN

» Equating the two sides gives

1

e (5 [ B@a) ey +ctyew (5 [ B@ar) i) =0

» Canceling the exponentials, we find

cBY()) = —c(Ol())

» Multiply by (¢/(t)| to get a differential equation for ¢(¢):

&(t) = —c(t)(W(t) | ¥(t)

» Solving this, with ¢(0) = 1, we find

)= (- | (@) 6(0)) i)

25



» The above exponential is a phase because the bracket in the integrand is actually purely

imaginary. Indeed, taking a time derivative of (¢ (t) | ¥(f)) = 1, we have
(W) | 9@®) + @) |90y =0 = (@) [D®)" + @) | $(1) =0,
» To emphasize this fact, we write

) = (i (o) 15 O) i)

» Returning to our ansatz, we get

i) = 0o (i [ (o) 16 @0)at ) oo (3 [ B@ @) 1000}

» However, this is only an approximate solution because the Schrodinger equation is not
fully solved by this ansatz. The approximate solution is valid if the Hamiltonian varies

slowly.

26



» Defining

i) | &), () = / o (t)dt.

)
VS
~
S~—
Il
|

St
N
—
&y
—~
~
N
.
S
S
—~
~
SN~—
Il

Here, 0(t), v(t), and (t) are all real. The state can be written as
[W(#)) = c(0)e" Ve Da(t))

» We call 6(t) the dynamical phase and (t) the geometric phase.



4 Quantum Adiabatic Theorem

» Let us begin by stating precisely the content of the adiabatic theorem in quantum me-

chanics. For this, consider a family of instantaneous eigenstates:

H(t) [9a(t)) = Bn(t) [4ha(t))

with E(t) < Es(t) < ... so that there are no degeneracies in this spectrum at any time.
We will also assume, for simplicity, that the spectrum of His only discrete and that the
number of energy eigenstates is finite.

. Adiabatic theorem: Let H (t) be a continuously varying Hamiltonian for 0 < t <'T. Let
the state of the system at t = 0 be one of the instantaneous eigenstates: |V(0)) = |1,,(0))
for some m. Then at any time t € [0,T)] we have |V(t)) ~ |1,,(t)) up to a calculable
phase. The amplitude to transition to any other instantaneous eigenstate is of order 1/T.
This implies that the probability of remaining in the instantaneous eigenstate is one up

to corrections of order 1/T°.



» To prove the adiabatic theorem, we begin by setting an expansion for our normalized,

time-dependent state |\W(¢)):

= clt) [ald))

Since the instantaneous eigenstates are normalized, all ¢, satisfy |c,(t)] < 1. The

Schrodinger equation then gives

z‘hZ(a‘nwn(t + cnlthn(2) ) ch t) [¥n(t))

» Acting with (1;(t)| from the left gives
thk = Ekck —h Z“ﬁk ’ ¢n>c
» From the sum, we separate out the term n = k:

ihey = (Ek — ih(Yy | ¢k>> cr —ih Y (i | thn)c
n#k
» It is clear that the terms in the sum are those that couple the n # k eigenstates to the k

eigenstate. This is the term that produces transitions. Absent that term, if at ¢ = 0 we

have ¢, (0) = 0, then ¢, (¢) = 0 for all times, and no transition to the state |1, (t)) happens.
29



. To relate (1, | ) to a matrix element of the time derivative of H(t), we start with the
defining equation:

f{(t) ‘wn(t» — En(t> ’¢n<t>>

Taking a time derivative gives

dH (1 ( ) dE,(t)

[$alt)) + HE) [$alt)) = == [$a(8)) + Eal?)

» Multiplying by (zbk(t)\ from the left, with k # n, gives

()

(ele)] S ) + Bu(e) (3c(0) | ) = ) {uc(0) | i)

» Solving for <wk(t) | zpn(t)>, we find

@N)%@><@%ﬁ£gwgﬂg,k#n

» Plugging this back into the Schrodinger equation gives

dH
| ]
zhck = (Ek —h <¢k ’ ¢/{>) Cr — ’Lhz #Cn
n#k

30



» Ignoring the transition-causing terms, we would have

» This integrates to

calt) = cx(0) exp [—% /O B () dt’] _— [z /O tz<¢k ) dt’]

» Defining

() =3 [ Bet)at. wl)= [u)ar, oo =i () |,

the result becomes
cu(t) = c(0)e el ()

o If [U(0)) = |¢(0)), we have

[U(t)) = e Dem® jgy, (t)

31



S Berry Phase

» In our statement of the adiabatic theorem, we emphasized that for Hamiltonians varying
continuously in the time interval ¢ € [0, 7] and for a state in an instantaneous eigenstate
11, (t)) att = 0, the state at any time ¢ € [0, T'] is rather accurately equal to |¢,,(¢)) up to a
calculable phase. The probability that the system transitions to another energy eigenstate
is suppressed by a factor of order 1/7°2.

» Now we want to focus on the calculable phase, which we already determined as follows:
[W(t)) = O], (2)

» The dynamical phase 6,(t) exists even if the Hamiltonian and the eigenstates are time
independent. The geometric phase v,(t), however, vanishes in this case. This phase is
given by

t
W) = [ oaE)dt, a(6) = (O]l
0



» Let the time dependence of H be expressed in terms of a set of /N parameters that are
time dependent. We will refer to these parameters as coordinates in some configuration
space:

R = (Ry,...,Ry)

» Assume that we have eigenstates for all values of the coordinates:

» For time-dependent coordinates:

» The instantaneous eigenstates satisfy:

H(R(t))|[¢n(R(2))) = E(R(D))|¢u(RI(t))

» At each instant of time, a point in configuration space determines the values of all
parameters. The time evolution of the Hamiltonian can be thought of as a path in the

configuration space, parameterized by time.
33



R; R(t=1y)

R,
Figure 3: A time-dependent adiabatic process visualized as motion along a curve in the

configuration space for the Hamiltonian.
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» To evaluate the geometric phase, we start by computing its integrand v, (%):

vn(t) = i (u(R(2))— !%( (t))

» Using the chain rule:

lwn

6?R

» Substituting back, we find:

vn(t) = i(u(R()) [ VRIY(R(F))) - ——
- The geometric phase v, (t;,ts) is then:

ultisty) = [ oad = [ it (RO alun (R0 - Tt

» Replacing dt with dR, we get:

Ry
() = / {(n(R)|V rtn(R)) - R

R;
35



- The integral depends on the path ['; ; in configuration space but does not depend on time!
The phase is thus geometric: it does not depend on the parameterization of the path by
the time parameter. Whether the transition from R; to I along I';  takes a nanosecond
or an hour, the phase v, (I';s) accumulated is the same. The geometric phase is known
as Berry’s phase. Recalling that for a function f(u) of several variables u; one has

df =5, %{dui, we recognize that

» Compactly written:
W) = [ iRl (R)
if
» Defining the Berry connection:

» Berry’s phase becomes:

7u(Tig) = / AL(R)-dR
Fif
36



» This integral is similar to those in electrodynamics involving the integral of the vector
potential along a path. Like any connection, A,(R) has gauge transformations. The
gauge transformations arise from redefinitions of the instantaneous eigenstates by phases
reflecting the ambiguity of these states. Let us consider such a redefinition into “tilde”

states:
Vu(R)) = |n(R)) = e "By, (R))

» Under this redefinition, let us compute the new Berry connection:

A,(R)

i(Yn(R)|e "V pe™ " Py, (R))

» Since the eigenstates are normalized, we conclude that:

~

An(R) = A, (R) + VRS(R)

» This result is analogous to the gauge transformations of the vector potential in electrody-

namics A — A’ = A + VA. Next, let us compute what happens to Berry’s phase under
37



these gauge transformations:
)= [ AuR)-dR
if

- [ AdR)-iR+ [ Vas(R)-dR
Fif Fif

» The second term is an integral of a total derivative, so it picks up the values of the

integrand at the endpoints of the path:

&n(rzf) — Vn(rif) + B(Rf) - B(Rz)

» This result demonstrates that the geometric phase associated with an open path in con-
figuration space (a path that begins and ends at different points) is ambiguous. The
phase can be modified by redefinitions of the instantaneous eigenstates. By choosing the
function S(R) suitably, one could even make the geometric phase vanish along the open
path.

- However, if the path is closed, Ry = R;, and therefore 5(Ry) = S(R;). In this case, the

geometric phase becomes:



» This shows that the geometric phase for a closed path I' in parameter space is gauge
invariant. Such a phase is an observable quantity.

» While the phase of a single state is not observable, Berry’s phase is observable in a setting
with more than one state. Consider a Hamiltonian and build a state that at ¢ = 0 is in a
superposition of two instantaneous eigenstates.

» Suppose the Hamiltonian is time dependent and traces a loop in configuration space.
Each of the two eigenstates will evolve, and each will acquire a Berry phase. At the end
of the evolution, the difference between the phases of the two states, as usual, can be
observed.

» Berry’s phase has turned out to be a rather useful concept and features in various physical
phenomena, such as:

 Quantum magnetism,
» Spin one-half chains,

+ Topological insulators.



Example: Berry phase for an electron in a slowly varying magnetic field.

» We have considered an electron in a uniform magnetic field B = Byn. The Hamiltonian
1s
H= upBon - o.
We now let the magnitude B, and the direction n of the magnetic field change in time so
that By — By(t) and n — n(t).

» The configuration space is described with three parameters:
(R17 R27 R3) — (B()? 87 ¢)

» Assuming that the magnetic field traces a closed loop I in configuration space, the tip of
n traces a path on the unit sphere, and B, returns to its initial value. We compute Berry’s
phase for this loop.

. For the eigenstate |[n) = |n; +), we have:



0+ do

< v

& | ¢ +d
0

Figure 4: Left: The direction of a magnetic field is determined by the unit vector n, specified
by spherical angles (6, ¢). The tip of n traces a closed loop I" on the unit sphere. Right: An
infinitesimal rectangle in (6, ¢)-space.

» Using equations for Berry’s phase and Berry connection, the phase is given by:

7 () = /FA+(R) ‘dR, A,(R)-dR —i(n|Vgn) - dR.

» Expanding the derivative:

0 0 )
A (R)-dR =i(n| <a—&)yn>d30 + 55ln)d6 + a—¢]n>dgb) .

41



Since |n) does not depend on B, this simpliﬁes to:

A, (R)- dR—z(n\ ]n>d€+z<n] \n)dgb

O
» Evaluating the components:

O .0 .\ [ —5sin}
(n \ ]n} (0082,811126 ) <% cosQe“b)

2

0 0 0 . 0 0
p— —_— 1 —_— _Z¢ p— y 1 2 —
< ‘ ¢’H> (Cos X S1n 26 ) <7, sin Qew) 1 S1n 5

» Substituting back, we get:

A, (R) - dR = —sin® gdgb = —%(1 — cos 0)dg.

» Therefore, Berry’s phase becomes:

v+(I) = —% /F(l — cos 0)do.

» Let St denote the surface on the unit sphere with boundary I'. The solid angle spanned
by St is (Sr), and we have:



A simple test case is that of a closed curve of constant § = 6, with ¢ € [0, 2x]. The
associated solid angle is 2 (6y) = 27 (1 — cos ). On the other hand, the integral gives
vy = —3(27m) (1 — cos6y) = —3€2 (6y), providing evidence for the claim

» To verify, we compute for a tiny rectangular patch:

j{ (1 —cosf)d¢p = (1 — cos(f + df))d¢p — (1 — cosf)de
dr

=sinfdfdop = dA = dS).
» Integrating over the surface Sr, we confirm:

/(1 — cos0)dp = Q(Sr).

r
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